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Roadmap Update

Qualification and Ecosystem Update

Boot Solutions – Device Level

Enabled Platforms – Storage

Enabled Platforms – Board & Device

Enabled Platforms – AI/Processing in Space

Resources and Support

Agenda
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Serial (Boot)

202220212020 20252023

Avalanche MRAM/Processing Product Roadmap

Preproduction

Production Planned

Development

Storage

2024

AI/Processing

2026+

Driving Density for Optimized Storage – Space, 

Avionics & Beyond

Leveraging Benefits of MRAM + Parallel 

Processing for Advanced AI
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Small Boot/MCM + Scaling Density for Multi-

Mission Boot & Unified Memory
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Gen 2 Gen 3

Parallel MRAM – Large 1Gb, 2Gb, 4Gb & 8Gb

• Shipping in volume

• Qual & Screening Options:
⚬ Avalanche Space Grade JEDEC qual – complete, report available

⚬ NASA-INST-001 PEMS – FrontGrade, Micross 

⚬ QML - Micross

• Radiation Tested

• Largest MRAM Density Available
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Parallel

Serial (Boot)
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Avalanche MRAM Solutions Available Today – Ideal for Configuration
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Storage
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NASA

PEMS
Screening

Gen 2 Gen 3

Serial MRAM (Dual QSPI) -1Gb, 2Gb, 4Gb & 8Gb

• Shipping in volume

• Qual & Screening Options:
⚬ Avalanche Space Grade JEDEC qual in progress

⚬ NASA-INST-001 PEMS – FrontGrade, Micross and Avalanche

⚬ QML - Micross

• Radiation Tested

• Largest MRAM Density Available

⚬ Petalinux Drivers available for AMD/Xilinx FPGA
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Low Density Serial (Dual QSPI) – 64Mb and 128Mb Gen3

1Gb, 2Gb, 4Gb and 8Gb
21Mbits/mm² @ 20x20mm

20mm

20m
m

10m
m

10mm

Standard FBGA96

64Mb and 128Mb
1.3Mbits/mm² @ 10x10mm

Sampling 

Now
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Leverages Gen3 Radiation Legacy 

Ultra Low Power  (~15mA per device, ~7mA per die)

Ideal for Advanced SoC/FPGA boot 

Compact images

Flexible, but robust write protection schemes

Single or Dual QSPI Interface 
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Qualification and Ecosystem
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Space Grade

QED, PEMS, and RadHard

30-year Hi-Rel Qual Heritage

Plastic, Die, Hermetic, and MCM

Space Grade

QED, PEMS, and RadHard

Standard and Custom

30-year Qual Heritage

Industrial Grade

Space Grade

PEMS (with DPACI)

Powered by Avalanche – MRAM Device Ecosystem
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Powered by Avalanche - Qual & Screening Ecosystem Options

Three Suppliers Three Qual Levels

PEM-INST-001

Space
Grade

QML-Q

QML-V

QML-P
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Boot Solutions - Device Level

13



14

Enabled Booting and nvStorage for AMD/Xilinx Devices

SW-Defined Platforms for Space – Respond to Threats in Real Time

No redundancy, mitigation or control needed

Dramatically simplified hw & sw architecture, rapid boot

In Orbit FOTA support: multi-mission adaptability ENABLED

Now

Support Resources Available
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Enabled auto-updating RT PolarFire’s on-board Flash

Microchip

RT PolarFire FPGA

System Controller

SPI
SS

SDO

SDI

SCK

Space Grade Dual-QSPI

1Gb – 8Gb MRAM

SPI #1
SS1

MOSI1

MISO1

SCK1

SPI #2

CS2

SCK2

DQ0:3

SPI_EN

IO_CFG_INTF

VCC

User QSPI#2

Auto-updating RT PolarFire FPGAs w/MRAM

RT PolarFire use SFDP [Serial Flash Discoverable Parameters]. 

Part of the JESD216 standard.

Avalanche DQSPI MRAMs do not support SFDP.

However, Avalanche DQSPI MRAMs have successfully auto-

updated the RT PolarFire’s on-board flash using its extended 

address register.

App note will be available in July 2024
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Mini-Boot: Low Density Serial (Dual QSPI) – 64Mb and 128Mb Gen3

Leverages Gen3 Radiation Legacy 

Ultra Low Power  (~15mA per device, ~7mA per die)

Ideal for Advanced SoC/FPGA boot 

Compact images

Flexible, but robust write protection schemes

Single or Dual QSPI Interface 

64Mb and 128Mb

1.3Mbits/mm² @ 10x10mm

1
0m

m

10mm

Gen 3 Devices

Sampling 2Q24

Gen 3 Die Form

Sampling 3Q24
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Enabling Booting for Vorago ARM-M4 Series Family SoCs

Serial

Config Bit Stream
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Enabling Booting for Frontgrade UT32M0R500 SoC 

Serial

Config Bit Stream
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Enabling Booting for Frontgrade/Lattice CertusPro FPGAs

Serial

Config Bit Stream
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Enabling Booting & Working Memory for Gaisler GR716 LEON3FT Processor

Serial

Config Bit Stream

Config Data

Config & Mem Interface

& Working Mem

OR
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Enabled Platforms - Storage
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Avionics and Space Grade Storage Class Products

M.2 64Gb (8Gbyte) MRAM Module

EM configuration uses standard M.2 connector

Ruggedized modules use BGA mounting style
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www.avalanche-technology.com
MADE IN the USA by Avalanche-technology ltd.

3450 W Warren Avenue, CA 94538

MODEL: AS308GB44X0HU2
NVMe
RATED: +5V 0.9A    +12V 1.0A 
DOM: 01 OCT 2024

S/N:    AS-0808001

Disclaimer: WARRANTY VOID IF
ANY LABLE/SCREW 
IS REMOVED/BROKEN

S Series 

Enabling the driver for Storage Solutions in Space
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www.avalanche-technology.com
MADE IN the USA by Avalanche-technology ltd.

3450 W Warren Avenue, CA 94538

MODEL: AS308GB44X0HU2
NVMe
RATED: +5V 0.9A    +12V 1.0A 
DOM: 01 OCT 2024

S/N:    AS-0808001

Disclaimer: WARRANTY VOID IF
ANY LABLE/SCREW 
IS REMOVED/BROKEN

S Series 

Enabling the driver for Storage Solutions in Space

Avalanche provides reference design with low level drivers

Partnership with                      enabled plug and play NVMe stack
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enabled 8Gbyte MRAM Data Buffer

8GByte All MRAM Data Buffer

Licensed NMVe stack from

AI Memory: Xilinx KU060 FPGA supports data operations:
• Compression, Cyber Security, Parameter Extraction, etc.

High performance SSD

10¹⁶ Write Cycle Endurance

Low power

3U VPX
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enabled 8Gbyte Customizable Mezzanine Card

MRAM 8GByte Cache daughter card 

⚬ Utilizes existing Xilinx Zynq board

Hi-Rel 3U VPX board based on Agilex-5

⚬ Plan to make FMC compatible with MRAM Cache card

Radiation Circumvented 3U VPX board

⚬ TSS developing PDDIC that detects, circumvents, and 

recovers from a radiation event

⚬ Uses the Agilex-5MRAM Data Buffer on  

mezzanine card

3U SpaceVPX 

Processor Board
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enabled Hybrid (MRAM+NAND) SpaceDrives
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Enabled Platforms - Board & Device

28



29

Advanced Boot Solutions Enabling SW-Defined Platforms
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Enabled Platforms – AI/Processing in Space
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enabled 8Gbyte MRAM Data Buffer

8GByte All MRAM Data Buffer

Licensed NMVe stack from

AI Memory: Xilinx KU060 FPGA supports data operations:
• Compression, Cyber Security, Parameter Extraction, etc.

High performance SSD

10¹⁶ Write Cycle Endurance

Low power

3U VPX
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An 
Idea!
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• Infinite write endurance allows     

in-place processing

• Data is pseudo-static

• Program algorithm cyclically 

changes to perform different 

stages of processing

• Move the program, not the data

enabled Big Data Processing in Space
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• Infinite write endurance allows in-

place processing

• Data is pseudo-static

• Program algorithm cyclically 

changes to perform different 

stages of processing

• Move the program, not the data

enabled Big Data Processing in Space

By utilizing a KU060 FPGA and MRAM

Processing Node can be deployed within months to

gather multiple cycles of learning

without waiting for final ASIC development 
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“AI white paper” + “AFRL – Intrepid Call”  New Roadmap Vector
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Small Boot/MCM + Scaling Density for Multi-

Mission Boot & Unified Memory
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Small Boot/MCM + Scaling Density for Multi-

Mission Boot & Unified Memory
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Lowest Power Radiation-Tolerant AI/MRAM Device

64 NPE and 16 Gb Radiation-Tolerant MRAM per Device

Uses Open-Source Software Tool Chain

Introducing the Avalanche Rad Tolerant Neuromorphic AI processor w/ MRAM

8 Dies/Package
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Avalanche Neuromorphic MRAM processor Reference Design
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Avalanche Neuromorphic MRAM processor Reference Design

• 1024 NPE with 256Gb/32GB of Radiation-Tolerant MRAM

• FPGA Implementation Available Q1-25

• ASIC Implementation Available 2H-25

• Event-driven Neural Processing

- Event-driven depth-first convolution
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• Increased Processing Bandwidth

• Improved TOPS/Watt

• Inherent System Reusability

• Cost Effective Deployments 

‘s Modular Architecture Enables Rapid Tech Refresh

Insert MP 
AI Node
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• Increased Processing Bandwidth

• Improved TOPS/Watt

• Inherent System Reusability

• Cost Effective Deployments 

Insert MP 
AI Node

Built in Upgradability for Rapid Tech Refresh,

Applying Cycles of Learning & Technology Improvements

Keeps System Cost Effective and Relevant

41

‘s Modular Architecture Enables Rapid Tech Refresh
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Avalanche Neuromorphic MRAM Processor Application Example

Technology file Architecture file

Application Definition

Temporal Input 
events Temporal Output 

events

Mapping



43

Resources
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Support Resources @ www.avalanche-technology.com

1 - Datasheets, models, reference designs
• Boot module: Petalinux drivers, User Guide (Versal boot)

• Gen 3 reference designs 

• IBIS & Verilog models

1

2 - Radiation test reports 
• Gen 2 test report accessed via website (NASA)

• Gen 3 reports available by request

2

3 - Visionary White Papers
• Innovation enabled by Avalanche

• Data Centers in Space…

• …why the key to satellite scalability and resilience

• NEW: AI Computing in Space
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4 - Space-centric Blogs
• Datacenter in Space series

• Why our MRAM is ideal for space
4

6 - Newsletters
• Quarterly, register on main page

5 - Brochures
• Overall MRAM tech for hi-rel apps

• Space Grade products

6
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Avalanche – Enabling the Orbital Internet
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info@avalanche-technology.com

Thank You! 

Paul Chopelas, General Manager, Aerospace and Defense 
paul@avalanche-technology.com

Kristine Schroeder, Senior Director of Business Development, East
kristine@avalanche-technology.com

Bryan Taylor, Senior Director of Business Development, West
bryan@avalanche-technology.com

www.avalanche-technology.com
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