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Agenda

• Who is Avalanche Technology?

• Why are Avalanche MRAMs so Enabling for the Space Community?

• Space Grade MRAM Roadmap Update

• Existing Bottlenecks to Satellite Network Scalability & Resilience

• Architectural Options to Address Escalating Data Needs in Space

• Specific Partner Customer Product Platforms Rolling Out in 2023 to Support These 
Applications

• FPGA & SoC Boot Support for Space, Including FOTA

• Summary Impact

• Q&A
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Avalanche Company Overview
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• MRAM’s magnetic structure provides an NVM cell immune to radiation
• CMOS circuitry protected by RHBD techniques

• Innovations in cell, circuit & device architecture over Flash & early MRAM
• Designed as persistent SRAM – simplifies memory design
• Higher endurance (1016) than NAND or NOR Flash - simplifies system sw
• No Shielding Required

• Designed for the Highest Reliability with embedded multibit ECC

• High Bandwidth Interface (711Mbps parallel/1.422Gbps streaming)

• Low Power, Unified Memory Architecture

• Best SWaP profile of any Space/RH NV Memory available

Avalanche MRAM Advantages – the Best SWaP for Space
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DATA CENTERS IN SPACE
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Data Center in Space Campaign (White Paper)

https://go.avalanche-technology.com/datacenters-in-space-whitepaper
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Hi-Speed 
Optical Links

Constellation 
Satellites

Generates ~9GB/Day

Data Center
Satellites

Density 4Tb-5TB

Satellite / Constellation Challenges
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For SpaceVPX Architecture – we are focusing 
on the Storage Class Subsystems
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ADDRESSING ESCALATING DATA REQUIREMENTS
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Challenges of NAND Flash Memory for Space

• Despite its many advantages in space applications, flash memory faces several severe 
challenges that prevent widespread adoption.1

• One of the significant challenges facing flash memory in space is its inherent 
susceptibility to the effects of radiation.

• NAND flash memory is particularly susceptible to single-event effects (SEE) and total 
ionizing dose (TID) degradation, which cause corruption and loss of stored data.

• According to NASA, a traditional NAND flash cell, which stacks many transistors in series, 
making it more sensitive to gate-threshold shifts caused by TID.

• MRAM’s magnetic structure provides an NVM cell immune to radiation
• Avalanche MRAM traded some density for radiation hardness and very high reliability 

1 – Jake Hertz, All About Circuits, 4/25/22
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Challenges of NAND Flash Memory for Space
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8GB to 16GB Data 
Buffer

MRAM-based Data Buffer Concept
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MRAM-based Hybrid System for Space

• MRAM used as (large) L4 Cache
• NAND/Flash Array can be powered down while cache fills

Space FPGA

Compression
Engine IP

SpaceDrive
Firmware IP

To Host

Multi-Tb
Persistent

MRAM
Buffer

Protected NAND
or

Spinning Media 
Drive
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CUSTOMER/PARTNER PLATFORM EXAMPLES
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Trusted Semiconductor Solutions – 3U 64Gb Data Buffer Mezzanine

MRAM Configuration:
• 3U form factor

• SpaceVPX interface

• Rad Hard Single Board Computer

• MRAM daughter card

• 4Gb devices x 16

• Total of 64Gb / 8GB

Development Status:
• MRAM card design in process

• First hardware (Sept 2023)

• Firmware completion (Dec 2023)

MRAM Data 
Buffer on  

mezzanine 
card

SpaceVPX
Processor 

Board
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Blue Halo/DDES – 3U 10GB Data Buffer Concept (1 of 2)

Design & Development Engineering Services
A                               Company
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Mercury Systems Hybrid (MRAM as L4 Cache) with NAND Array 
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Mercury Systems Hybrid (MRAM as L4 Cache) with NAND Array 
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Customer Concept: 4Tb All MRAM Space SSD

4Tb All-MRAM Space SSD
• High Endurance 1016 - No Wear Leveling
• No Radiation Effects in Memory Array
• Uses 4Gb parallel devices as L4 Cache
• Base board has 512Gb capacity
• Each daughter card has 512Gb capacity
• System accommodates 7 daughter cards

• Densities from 512Gb to 4096Gb
• Leverages low-power of Avalanche MRAMs
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Mercury Systems’ All-MRAM space SSD Concept
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BOOTING NEW ADAPTIVE SOCS AND FPGAS



23

Congrats to AMD/Xilinx for Deploying the World’s Highest AI Perf/Watt
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Versal Boot Memory Addressing Limits

From: Versal ACAP System Software Developers Guide (UG1304)
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Discrete Memory Domains with Legacy Memory Approach

ROM/PROM
No software overrides

Golden Image/Boot Loaders

Write Protected
Software override to Store 

New Images up to size

[Optional] Volatile Execute 
Memory for Storing 

Transient Data
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Unified Memory : Multiple Domains, Multiple Regions, Single Device

Read-Only
Golden Images, Boot Code

Physical Setting
No software overrides

0% - 100%

Write Protected
RTOS, Alt Images, ML models

Write Protected
Software override up to Read-Only Area

Read-Only% - 100%

NV Read/Write
Execute Memory/Data Logging

Remainder of Array is
Persistent Read/Write

(R-O+W-P)% - 100%
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Robust Support for Golden Images (hardware pins emulate ROMs)
• Reliable fallback mechanism for an “update anomaly”

Support for Large Densities
• Storing multiple FPGA images is only part of the FOTA story…
• …updating the RTOS (Linux) and the Applications are driving today’s density requirements
• …a customer is using a Versal AI Core w/ 64Gb (8 x 8Gb) for Full Linux PLUS regular AI/ML Model Updates

Effectively Unlimited Endurance
• 1016 endurance means that you can write (continuously) to the same byte for ~15 years without wearing out
• Not a realistic scenario, but now you can consider our MRAMs as unlimited endurance – no “virtual” about it

Architectural Simplification with a Unified Memory model
• Multiple domains and regions makes flight system architectures simpler than terrestrial systems

RadHard Boot Devices Large Enough to Support FOTA
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Robust Support for Golden Images (hardware pins emulate ROMs)
• Reliable fallback mechanism for an “update anomaly”

Support for Large Densities
• Storing multiple FPGA images is only part of the FOTA story…
• …updating the RTOS (Linux) and the Applications are driving today’s density requirements
• …a customer is using a Versal AI Core w/ 64Gb (8 x 8Gb) for Full Linux PLUS regular AI/ML Model Updates

Effectively Unlimited Endurance
• 1016 endurance means that you can write (continuously) to the same byte for ~15 years without wearing out
• Not a realistic scenario, but now you can consider our MRAMs as unlimited endurance – no “virtual” about it

Architectural Simplification with a Unified Memory model
• Multiple domains and regions makes flight system architectures simpler than terrestrial systems

RadHard Boot Devices Large Enough to Support FOTA

Architectural Simplification with a Unified Memory Model
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Booting Versal on a VCK190 Platform

Application is “Modified GPIO Demo” from Versal ACAP Embedded Design Tutorials using Petalinux

1Gb, 2Gb, 4Gb or 
8Gb Dual-QSPI



30

Booting Versal on a VCK190 Platform

Application is “Modified GPIO Demo” from Versal ACAP Embedded Design Tutorials using Petalinux

1Gb, 2Gb, 4Gb or 
8Gb Dual-QSPI

User Guides & Examples available for Versal, UltraScale+, and UltraScale
Please contact Avalanche Support to Download the Latest Version
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• Highest Density (up to 8Gb)
• Lowest Power (10mA/Gb)
• No Shielding Required
• COTS+ screening flows

Summary Avalanche MRAM Value Proposition for Space

• ECC w/ Multibit Correction
• Highest Endurance
• Inherently RadHard Cell
• RHBD for CMOS Protection

• Low latency, I/F like SRAM
• Boot large images + RTOS + working mem
• Flexible, robust write protection
• Architectural simplification

• Domain Experts in RadHard & Testing
• 40+ years in PEMS & QML quals
• US Wafer Banks for Supply Assurance
• Avalanche will use Micross Packaging

Best SWaP

Hi-Rel by Design

Unified Memory

On-Shore / QML
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What Does All This Mean to our Satellite Network Data Problem?

• Improved Network Scalability

• Mission Adaptability in Orbit

• Distributed Intelligence & Storage

 Improved Mission Range

 Enhanced Network Resilience

 Satellites More Resilient 
to Threats in Real Time
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info@avalanche-technology.com

Thank You! 

Paul Chopelas, General Manager, Aerospace and Defense 
paul@avalanche-technology.com

www.avalanche-technology.com


